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Divide and Conquer from a Single View
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Most single-image scene-level reconstruction methods require 3D supervised end-to-end training and 
suffer from poor generalization capabilities. We propose a modular system where each module 
performs well by focusing on specific tasks that are easier to supervise. Our approach is compositional: 
the scene is divided into entities which are reconstructed (conquered) individually and composed into 
the final 3D scene using the unprojected depth as a layout reference.
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